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Iruda, AI chatbot based on Facebook Messenger, can have natural conversations as if you’re chatting with a 

real twenty-year-old college student. This feature has made Iruda popular among individuals in their 10~20s 

and reached 750,000 users within two weeks of its release.

A week later of its release, Iruda faced sexual issues. Some of users were using Iruda with sexual intense. 

And Iruda was heavily criticized for outdated sexist stereotypes, a hateful attitude towards homosexuals, 

people with disabilities, and blacks. 

Iruda also had security issues. The company that made Iruda did not properly protected users’ personal data. 

Moreover, it has collected users’ conversation without any agreement or notice and neglected to anonymize 

the data.

In March 2016, Microsoft’s AI chatbot ‘Tay’ was shut down in 16 hours after its release. 

It was because of hate speech, an anonymous site repeatedly trained Tay with white supremacist, 

misogynistic, Islamophobic, profanity, racism, sexist, etc.

The Anglo-American AI algorithm is not yet free from the so-called 'white guy issue'. Experts emphasize 

that "data and algorithms cannot be neutral" and that "AI developers must continue to improve their 

ethical responsibilities so that they are free from bias, discrimination, and hatred."





▪

▪

▪

▪

•

•

•




	슬라이드 1
	슬라이드 2
	슬라이드 3
	슬라이드 4
	슬라이드 5
	
	원본
	슬라이드 1
	슬라이드 2
	슬라이드 3
	슬라이드 4
	슬라이드 5
	슬라이드 6
	슬라이드 7: Code to Code
	슬라이드 8: Rule-based Chatbot
	슬라이드 9
	슬라이드 10
	슬라이드 11
	슬라이드 12
	슬라이드 13
	슬라이드 14
	슬라이드 15



